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Abstract

CHAUCER is a Q/A systemdevelopedfor (a) combin-
ing several stratgiesfor modelingthetargetof aseries
of questionsand (b) optimizing the extraction of an-
swers. Tamgetswere modeledby (1) topic signatures;
(2) semantictypes; (3) lexico-semanticpatterns;(4)
framedependenciegind(5) predictive questions Sev-
eralstratgiesfor answemextractionwerealsotried. The
best-performingtrategy wasbasedntheuseof textual
entailment.

1. Intr oduction

As with the TREC 2004 and TREC 2005 Question-
Answering Track evaluations,the main task of the TREC
2006 evaluationsrequired systemsto answera seriesof
guestionghatsoughtinformationabouta speci c target In
orderto provide informationrelevantto atarget, two forms
of semanticknowledge had to be reconciled: (1) the ex-
pectedanswertypesof the questionsand(2) the semantic
signatuesof the targets. For example,in orderto answera
guestionaboutthe populartelevision shav The Daily Show
like Whatwasthe title for The Daily Shows 2000election
coverage?, question-answeringystemseedboth the abil-
ity to recognizditles in texts aswell asaccesgo theforms
of contextual knowledgeto identify thosetitles that could
potentiallycorrespondo the namesof television showv sey-
ments.

Q149.6(The Daily Show What wasthe title for The Daily Shov's
2000electioncoverage?

Answer: “The Daily Shav” is sponsoredy cool cars,cell phones
andmavies— andits big corporatesponsorgor its “Indecision 2000”
electioncoverageinclude Yahoo,VolkswagenandSnapple.

Tablel: Questionl49.6:TheDaily Show

Unlike our previous experiencewith seriesof questions,
in which the target was processeds a pair (Iexical-string,
semantic-type)in CHAUCER we have developeda method-
ology of generatinghe semanticsignatureof the targetand
usinginteractionsbetweerthis sighatureandthe questions
from a givenseries.In TREC 2006, we focusedon the in-
teractionsbetweenrtargetsandonly two forms of questions,
namely(1) factoid questionsand (2) “other” questions.In

future work, we shall alsoconsiderthe interactionbetween
targetsignaturegndlist questions.

To be ableto answerquestionsdasedon semanticsigna-
turesof tamgets,we havealsoconsideredl) atwo-tieredpas-
sageretrieval systemand(2) the useof multiple answerex-
tractionstratgies. Answerswereextractedby makingalso
useof two novel approachega) theautomatiggeneratiorof
question-answepairs, known as predictivequestiondrom
texts and(b) the recognitionof formstextual entailmentoe-
tweena questionanda candidateanswer

The restof this paperis organizedas follows. Section
2 describesthe CHAUCER Q/A system. Section3 dis-
cussesow factoidquestionavere answeredvhile Section
4 shows how we processedother” questions Resultsfrom
CHAUCER's participationn themaintaskof the TREC2006
QA trackarepresentedn Section5; Section6 summarizes
our conclusions.

2. The CHAUCER Question-AnsweringSystem

In thissectionwe describahearchitecturef the CHAUCER
question-answeringystemusedto answerseriesof factoid
andlist questiongor the TREC 2006 QA maintask. The
architectureof CHAUCER is presentedn Figurel.

TargetProcessing

CHAUCER beginsthe processf providing answerdo a se-
riesof questiondy submittingthe series'targetto a Target
Processingnodule.Targetsareinitially sentto aTarget Type
Detectionmodule,which usesa Maximum Entropy classi-
er in orderto associatehe target with one of six differ-
enttargettype categories. In our TREC 2006 work, targets
wereclassi ed aseither(1) a PERSON (e.g. Warren Moon),
(2) an ORGANIZATION (AmericanEnterpriselnstitute), (3)
aLOCATION (AmazorRiver), (4) anEVENT (1991eruption
of Mount Pinatubg, (5) an AUTHORED WORK (The Daily
Show), or a (6) GENERIC NOUN (avocado$. Following this
classi cation, keywordswere extractedfrom the targetand
sentto a DocumentRetrieval modulein orderto retrieve a
setof documentgelevantto the tamgetitself. Thesedocu-
mentsarethensentto a Topic Repesentatiormodulewhich
employs two different statisticalapproachedasedon the
methodgfor computingtopic signatues(Lin & Hovy 2000)
in orderto modelthe topic of a relevant setof documents.



Figurel: Architectureof the CHAUCER Question-Answerin@ystem

CHAUCER usesa subsetof the text passageseturneddur-
ing TargetProcessingn orderto generate setof predictive
guestionghat could potentially be asled abouta giventar-
get.

QuestionProcessing

Oncea setof predictve questionshave beengeneratedor
atarget, CHAUCER sendseachquestionin a questionseries
to a QUESTION PROCESSING module. Questionsare ini-
tially sentto anAnnotationModule whichused CC's suite
of naturallanguageprocessingools to tokenize, part-of-
speechag,andsyntacticallyparseeachquestion.Questions
arealsoannotatedvith oneof over 300differentnameden-
tity classe$rom LCC's CicemLite andarealsosemantically
parsedisingLCC's PropBank-NomBank-,andFrameNet-
basedsemantigarsersFollowing annotationquestionsare
rst sentto a QuestionType Detectionmodule,which uses
a setof syntacticheuristicsin orderto classify individual
guestionsasan exampleof a factoid, list, or “other” ques-
tion. Factoidandlist questionsarethensentto an Answer
Type Detectionmodule, which follows (Li & Roth 2002)
and (Chakrabarti Krishnan,& Das2005)in using a two-
stageMaximum Entropy-basedclassi er in orderto iden-
tify the expectedanswertype (EAT) of the questionfrom
LCC's answertype hierarchy Keywordsarethenextracted
from eachquestionandsentto a Keyword Expansionmod-
ule designedto identify additionalkey words and phrases
that could be usedto enhancehe quality of documentand
passageetrieval for a particularquestion. CHAUCER also
incorporatesa QuestionCorefelencemodulewhich usesa
heuristic-basedpproacho resole instance®f pronominal
andnominalcoreferencevithin a questionseries.

DocumentPreprocessingand Retrieval

We preprocessethe AQUAINT corpuswith ve typesof
information. First, we usedLCC's implementationof the
Collins parserto provide a full syntacticparsefor every
documentin the corpus. Second,we usedthreedifferent

semanticparsersin orderto identify semanticdependen-
cies imposedby both verbal and nominalizedpredicates.
In additionto LCC's PropBankand NomBankparserswe
alsousedLCC's FrameNet-basedemanticparserto iden-
tify instancesFrameNetframesin naturallanguagetexts;
a separateaole classi er was usedto identify roles associ-
atedeachFrameNeframe. Third, we usedLCC's CICERO-
LITE namedentity recognitionsystemin orderto classify
more than 300 differenttypes of namesfound in the cor
pus. We also usedmore than 500 lexicons and gazetteers
derivedfrom web-basedesourceén orderto tagadditional
nametypesnot coveredby CICEROLITE. Fourth,we used
LCC's TASER temporalnormalizationsystem(Lehmannet
al. 2005)in orderto maptemporalkexpressiongoundin doc-
umentgo astandardized SO 8601)format. Finally, aswith
questionseries,we useda conserative heuristic-baseep-
proachin orderto resole instance®f nominalandpronom-
inal coreference.

Following preprocessingthe AQUAINT corpuswasin-
dexedusingthe LucenelnformationRetrieval enginein or-
derto allow documentgo be retrieved using queriescom-
posedof eitherliteral strings,stemmedvords,or ary of the
entity typesidenti ed by CICEROLITE.

Answer Extraction and Selection

CHAUCER usesa batteryof six different stratgiesto ex-
tract answersfrom retrieved passages.(Eachof thesesix
stratgyies are describedn detail in Section3.) Following
AnswerExtraction thetop ve candidateanswersdenti ed
by eachstratgy arethensentto a CandidateAnswerRe-
rankingmodulewhich usesa Maximum Entropy-basedre-
ranker (basedon (RavichandranHovy, & Och 2003)in or-
derto provide asinglerankedlist of candidateanswerdor a
particularquestion.There-rankedlist of answersverethen
senttoa nal AnswerSelectiormodulewhichuseghestate-
of-the-arttextual entailmensystendescribedn (Hickl etal.
2006)in orderto identify the singleanswerpassagevhose
meanings mostlikely to be entailedby the meaningof the



original question.

List Answer Extraction

CHAUCER leveragesthe basicfactoid question-answering
(Q/A) pipeline we have describedin this sectionin order
to answerlist questiondrom a seriesaswell. Table?2 lists
the nal answergyivenfor question181.3(List the artists
representedn thecollection).

In TREC2006,we utilizedamethodbasednwebcounts
from varioussearchenginesto determinehow much of an
associationthere was betweenthe candidateanswerand
boththe seriegargetandanswetypeterm(in thiscaseHer-
mitage Museumand artist, respectiely). The scoresfrom
thesemethodswere then combinedto give eachcandidate
answera nal compositescore.We thenconsideredll an-
swersabove adynamically-de nedthreshold.

Q181.3(Hermitage Museun) List the artistsrepresented

in the collection.

Rank Answer Result
1 Vladimir Mayakovsky Incorrect
2 DaVinci Correct
3 Michelangelo Correct
4 Rembrandt Correct
5 Poussin Correct
6 Rubens Correct
7 vanGogh Correct
8 CaspaDavid Friedrich Incorrect
9 GuidoReni Incorrect
10 Parmigianino Incorrect

Table?2: List ExtractionExample

3. Answering Factoid Questions

This sectiondescribesseveral of the novel techniqueghat
wereintroducednto the CHAU CER factoidQ/A pipelinefor
the TREC2006evaluations.

Generating Predictive Questions

Following Target Processingthetop 50 passagetakenfrom
the set of tamget-rele/ant documentsare re-ranked accord-
ing to a compositescorebasedon (1) the weightsassoci-
atedwith TS; termsand TS, relationsfound in the pas-
sage(2) theweightsassociatewvith thesoft patternsaand(3)
manually-createg@atternoundin the passageand(4) the
weightsassignedo arny FrameNeframedetectedn thepas-
sage.Following (HarabagiuLacatusu& Hickl 2006),we
usedthe outputof LCC's PropBank-basedemanticparser
in orderto generatenaturallanguagequestionsrom each
predicatefoundin the top-ranled passagesGiven a setof
semantidependencieassociatedvith a predicatewe used
a setof heuristicsin orderto selecta singleargumentfrom
eachpredicateto sene asthe answerof a generatedfac-
toid” question.Featuregderivedfrom LCC's CICEROLITE
were then usedto map the argumentto one of the possi-
ble wH-phrase(e.g. WhgWhatWheg) usedin naturallan-
guagequestionsTheentirepassag&vasthensubmittedo a
QuestionGeneation modulewhich utilized thedependeng
structureof the passagén orderto generatea naturallan-
guagequestion.Generatedjuestionsverethenpairedwith

their original passage-lengthnswersand storedin a Pre-
dictive QuestionDatabasefor later use. Table 3 provides
examplesof the predictive questiongjeneratedor Question
149.6 Whatwasthetitle for TheDaily Shows2000election
coverage?.

Q149.6 (The Daily Show What was the title for The Daily Shavs
2000electioncoverage?

PQ1 Whatwasjustthe sortof piecethat“The Daily Shaw,” revelsin?
P Q2 | WhohashiredDole asaguestpolitical commentatofor its elec-
tion coverage?

PQs Who bestsummedup ComedyCentrals coverageof the 2000
RepublicarConvention?

P Q4 | Whowill join thecastof the“The Daily Shav"?

Table3: Examplef thePredictve Questionsseneratedor
Questionl49.6

QuestionProcessing

In this section we describehethreetypesof QuestionPro-
cessingCHAUCER performsfor eachquestion.

Keyword Expansion Keywords extracted from each
questionwere processedy a Keyword Expansionmodule
that was designedto identify additional synorymouskey-
wordsthat could be usedto augmentthe query CHAUCER
usedto retrieve documents. This module used a set of
heuristicsin orderto appendsynoryms and alternatekey-
wordsfrom a databasef similar termsdevelopedby LCC
for previous TREC QA evaluations. In addition, we used
the topic representationgeneratechy CHAUCER's Target
Processingnodulein two ways. First, we includedaskey-
word expansionsll T S; termsthatwerefoundeitherin the
WordNetsynsetdor a particularkeyword. Secondwe also
consideredll termsfoundin setof the target-relevantdoc-
umentsthat were linked to the questionkeyword via T S;
relationswith relevancescoresabosre a x edthreshold.

QuestionCoreference We incorporated heuristic-based
QuestionCorefeencemodulein orderto resole referring
expressiongoundin thequestiorserieso antecedenthnen-
tioned in previous questionsor in the target description.
First, we usedheuristicsfor performingnamealiasingand
nominal coreferencerom CICEROLITE in order to iden-
tify the full referentfor eachpartial namementionfound
in the questionseries. Next, we constructedan antecedent
list from all of the namedentitiesthatoccurredin the ques-
tion seriesprior to the currentquestion. Eachpotentialan-
tecedentandreferring expressionfound in the serieswere
then annotatedwith name class, gender and numberin-
formation available from CicEROLITE. We thenusedthe
HobbsAlgorithm (Hobbs1978)in orderto matchreferring
expressiongo candidateantecedentsWhenno compatible
antecedentould be identi ed from the antecedenlist, we
madeno further attemptto resohe the referringexpression
foundin the question. Table 4 presentsan examplewhere
CHAUCER wasableto resohetheantecedentf thepronoun
it correctly;in contrast,Table5 presentanexamplewhere
our approachis unableto correctly recognizecoreference
betweera nounphrasdrom the question(the program) and



thetarmgetphrasgtelevisionshowChees).

| Target143 AmericanEnterpriselnstitute

Q143.2 Whatis thefull title of the organizatior?
Q143.3 Whenwasit founded?

Table4: Correctly-resoledQuestionCoreference

| Target150 televisionshowChees |

| Whatyearwasthe program®rst broadcast? |

Table5: Incorrectly-resoledQuestionCoreference

Answer Type Detection CHAUCER follows much re-

cent work in Answer Type Detection (Li & Roth 2002;

Chakrabarti,Krishnan, & Das 2005)in using a two-stage
MaximumEntropy-basedtlassi erin orderto recognizehe

expectedanswertype of a question. CHAUCER'sS rst an-

swertype classi er thecoarse answertype of the question;
currently we considethefollowing six coarseanswetypes:
(1) HUMAN 1, (2) LOCATION, (3) ENTITY, (4) ABBREVIA-

TION, (5) NUMERIC, and(6) DESCRIPTION. Onceasingle
coarseanswertype hasbeenidenti ed for eachquestiona

seconckclassi er is thenusedto mapthe questionto oneof

thesetof ne answetypesassociatewvith eachcoarsdype.

In our work, we have useda hierarchyof over 260 ne en-

tity typesderivablefrom the morethan300 differententity

typesrecognizedoy LCC's CICEROLITE. Table6 presents
examplesof the ne typeswe associatedvith eachcoarse
answettype.

UIUC Coarse LCCFine | Examples
Type Types
ABBREVIATION 2 Acrornym, Expanded
Acronym
DESCRIPTION 2 DeathManner Quote
ENTITY 45 Animal, Authored
Work, ChemicalElement
HUMAN 106 Coach Writer, Govt
PersonMedical Org
LOCATION 61 Country Mountain,
Planet,Ocean
NUMERIC 46 Age, Velocity, Money

Table6: Distribution of Fine Typesin LCC's AnswerType
Hierarchy

Our coarseanswertype classi er was trained using the
5500-questiotJIUC AnswerType Corpus;we re-annotated
thiscorpuswith ne answetypesfromtheLCC answetype
hierarchyin orderto train our ne answertype classi er.
Table andTable presentsvaluationresultsof our systems
for answertype detection,as evaluatedon the TREC 2006
questions.

DocumentRetrieval

In CHAUCER, we experimentedvith a novel two-tieredap-
proachapproachto documentretrieval which useda con-
senative entity-basedanswerextraction strateyy in order

1The HUMAN coarseanswertypeencompassethe morefamil-
iar PERSON andORGANIZATION entity types.

[ Tswe)

Coarse | 92.9
Fine 84.0

Table7: AnswerTypeDetectionon TREC 2006Questions

| Coarselype | TotaIQuestions| Score|
ENTITY 31 67.7
DESCRIPTION 2 100
LOCATION 66 93.9
NUMERIC 179 91.6
ABBREVIATION 3 100
HUMAN 84 92.9

Table8: Fine AnswerType Detectionon TREC2006Ques-
tions

to augmenttraditional keyword- and entity-basedetrieval
queries. First, the top 200 documentswere retrieved us-
ing anexpandeckeyword query;thesedocumentsverethen
passedo a Passaje Retrieval module which was usedto
extract the most relevant text passagesrom each docu-
ment.Next, thetop 500retrievedpassagewerethensentto
an entity-typebasedAnswerExtraction module,which re-
ranked passageaccordingto the distribution of (1) entities
matchingthe EAT of the question(2) topic signhatureerms
and relationsidenti ed during Target Processing and (3)
keywordsextractedfrom the original question.The original
setof 200retrieveddocumentsverethenre-ranledbasecdn
thedistribution of thesetop-rankedpassagesnly thetop 50
documentsverethenconsideredy later AnswerExtraction
andAnswerSelectiormodules.

By approximatingncorporatingthe entity constraintson
candidateanswerhoodnto its DocumentRetrieval engine,
CHAUCER is able to eliminate documentsthat may be
keyword-denseout may not containary relevantcandidate
answersThisapproactalsoenable<CHAU CER retainahigh
level of precisionin answeringfactoid questionswhile pro-
cessingewer documentsin our experimentausingthefac-
toid questiondrom TREC 2005, we found no appreciable
improvemenin theprecisionor thecoverageof CHAUCER'S
answersvhenmorethan50 documentsvereretrieved.

Answer Extraction

CHAUCER usesa total of six different answerextraction
stratgiesin orderto identify exact answersfrom a set of
retrievedpassages.

Entity-Based Answer Extraction CHAUCER'S entity-
basedanswekextractionstrategyy takesadvantageof thelarge
numberof entity typesrecognizecby LCC's CICEROLITE
namedentity recognitionsystemin orderto identify candi-
dateanswergo individual questions.Underthis approach,
only passagethat containentity typesassociatedvith the
questionsexpectedanswettype areconsideredscandidate
answersremainingpassagearethenre-ranledbasednthe
distribution anddensityof questiornkeywordsdiscoveredin
eachpassage.The wide coverageof LCC's CICEROLITE
allows this strateyy to retrieve a surprisingnumberof ex-
act answerseven without incorporatingadditionallexico-
semantideatures.With a questionlike Q181.3(Whois the



manaer of ManchesterUnited?, CHAUCER's AnswerType
Detectionmoduleassociatethe EAT with a numberof en-
tity typesrelatedto peopleand organizations- including
POLITICIAN, NOBILITY, andCOACH. Here,it is ableto re-
turnthecorrectanswemithouttheneedfor patternsor other
typesof semantidnformation.

Q181.3(MandesterUnited Football Club) Who is the managemf Manch-
esterUnited?

COACH

ManchesteitUnited soccerclub managerilex Fer-
gusongave his quali®edbackingto quotason for-
eign playersin Englishfootball, hoursafter scoop-
ing atop book prize for his autobiographyManag-
ing My Life on Friday

Table9: Questionl83.1:CorrectEntity Detection

Of course,the performanceof this stratgy is also ulti-
matelylimited by the coverageandquality of CICEROLITE,
aswell. In TREC 2006, we failed to retrieve an answerto
guestionQ157.5(Whowasthe Presidentof the U.N. Secu-
rity Councilfor August19999: eventhoughCHAUCER cor-
rectlyidenti ed the expectedanswertype of the questionas
atype of PERSON, this stratgy failedto extractthe correct
answerMartin Andjababecausét wasnot taggedwith one
of theentity typesassociatedvith this questions EAT.

Fine AnswerType
Answer

Q157.5(United Nations(U.N.)) Who wasthe Presidenbf the U.N. Security
Councilfor August1999?

GOVT PERSON

Martin Andjaba, Namibian ambassadoto the
United Nations, will succeedHasmy Agam of
Malaysia as the presidentof the U.N. Security
Councilasof Augustl.

Table10: Questionl57.5: Failure of Entity Detection

Fine AnswerType
Answer

Pattern-Based Answer Extraction CHAUCER utilizes
two differentpattern-baseadpproache in orderto iden-
tify answerdo a small setof questiontypes. Hand-crafted
extraction patternsare rst usedto extract answersto the
guestiontypesfrequentlyasked in pastTREC evaluations
from the AQUAINT corpus. In addition, we have experi-

mentedwith using structuredweb-basedsourcesof infor-

mationrelatedto people,places,and authoredworks (e.g.
imdhcom nndhcom iplpotus.comin orderto answerother
speci ¢ typesof questions.

Soft Pattern-basedAnswer Extraction Following (Cui,

Kan, & Chua2004), we useda soft pattern matchingap-

proachin orderto automaticallygenerateadditionalpatterns
thatcouldbe usedto extractexactanswergo differenttypes
of factoidquestionslUnderthisapproachwe rst organized
guestionstaken from the previous TREC QA evaluations
into a setof 30 differentcateyories,basedon expectedan-
swertype. Oncethis classi cationwasin place we usedthe
setof “gold” answeisentenceassociateith eachquestion
in acategyoryin orderto train abigramsoft patternmodelfor

eachquestioncategory. As with (Cui, Kan, & Chua2004),
we thenusedthis soft patternmodelin orderto computethe
percentagenatchbetweerthe setof training examplesand
thethe candidateanswergetrievedfor aquestion.

FrameNet-BasedAnswer Extraction We leveragedse-

mantic dependeng information from LCC's FrameNet-
basedparserin orderto extract candidateanswerdrom the

setof top-ranled passagesetrieved for a question. Under
this approachwe usedLCC's FrameNetparserin orderto

recognizea set of semanticframe dependencie$or each
question. Passagesetrieved for eachquestionwere then
rankedbasedon (1) the distribution of semantidramesde-

tectedin eachpassagand(2) the parsers estimationof the

con dence of the frame assignment.For example, as de-

pictedin Table 11, LCC's FrameNetparseridenti es two

FrameNeframesfor a questionlike Q199.4(How old was
Padre Pio whenhedied?: (1) a AGE frame,usedto encode
theage of anentityand(2) a DEATH frame,usedto encode
informationaboutaneventin which a protagonistdies.

Q199.4(Padre Pio) How old wasPadrePio whenhedied?
Age Entity: PadrePio
Death | ProtagonistPadrePio

Answer: PadrePio,who diedin 1968attheageof 81, wasright.
Age Entity: PadrePio

Age: 81

Death | ProtagonistPadrePio

Time: 1968

Table11: CorrectAnswerbasedn FrameNeMatching

Q141.2(WarrenMoon) Wheredid Moon play in college?
BeingLocated | Location:Where
Competition Participant:Moon

Answer: WarrenMoon did not play at all for KansasCity as coachGun-
ther Cunninghantried to protecthis 43-yearold backupquarterbackrom a
banged-umpffensiveline.

BeingLocated | Location:KansaCity

Competition Participant: WarrenMoon
Location: KansaCity

Table12: IncorrectAnswerbasedn FrameNeMatching

A FrameNefparseof the top-ranled passagé¢Padre Pio,
whodiedin 1968at the age of 81, wasright.), alsoincludes
thesametwo FrameNeframesdetectedn the question By
aligningtheframeslotsassociateavith the AGE frameboth
foundin the questionandthe answeywe found compelling
evidencewhich could be usedto identify to this candidate
answertbeingastheright answer

However, the alignmentof framesdoesnot always point
to the right answer In an examplelike questionQ141.2
(Whee did Moon play in college?, both the questionand
thetop-ranled candidateanswerare associatedvith botha
BEING-LOCATED anda COMPETITION frame,yettheloca-
tion agumentidenti ed in the answerpointsto a location
otherthantheanswetto thequestion.

Predictive Question-BasedAnswer Extraction Finally,
CHAUCER usesthe setof predictivequestiongyenerate@s
apartof Target Processingn orderto provide anadditional
sourceof candidateanswersFollowing PredictiveQuestion
Geneation, CHAUCER usesthe questionsimilarity metrics
describedn (Harabagiuet al. 2005)in orderto selectthe
top 50 mostsimilar predictive question-answepairsstored
in the PredictiveQuestionNetwork Thesequestion-answer



pairsarethenrankedbasedon (1) their overall similarity to
the original question,(2) the presenceof entity typescor-
respondingo the EAT of the original question,and(3) the
distribution of questionkeywords. After re-ranking,thetop
25 question-answepairsarethensentto the AnswerRank-
ing andAnswerSelectiormodules.

Answer Ranking

Following AnswerExtraction, CHAUCER usesa Maximum
Entropy-basede-ranler(similarto (RavichandranHovy, &

0Och2003))in orderto compileanswerdgrom eachof the six
answerextraction stratgjiesinto a singleranked list. This
re-ranler was trained on the top ten answersreturnedby
eachof CHAUCER's answerextraction stratgies for each
of thequestiongakenfrom the TREC2004andTREC 2005
datasets.(Answerswere keyed automaticallyusing“gold”

answelpatterngnadeavailableby the TREC organizersand
other participatingteams.) Five setsof featureswere used
in thisre-ranler: (1) the stratgyy usedto extracttheanswey
(2) the EAT of theoriginal question(3) theentity typeasso-
ciatedwith the exactanswey (4) the redundang of the an-
sweracrosshe top-ranked answersand(5) the con dence
assignedo theanswelby eachanswerextractionstrateyy.

Answer Selection

Oncearankingof candidateanswerds performed the top

25 answerswverethensentto an AnswerSelectionmodule
which leveragesLCC's state-of-the-artextual entailment
systemin orderto identify the answerwhich bestapprox-
imatesthe semanticcontentof the original question. Pop-
ularized by the recentPASCAL RecognizingTextual En-

tailment(RTE) Challenges(Dagan,Glickman,& Magnini

2005), textual entailmentsystemsseekto identify whether
themeaningof ahypothesiganbereasonablynferredfrom

the meaningof a correspondindext. While the RTE Chal-
lengeshave focusedto-dateonly on the computatiorof en-
tailmentrelationshipdbetweersentence-lengttexts andhy-

pothesespur recentwork (Harabagiu& Hickl 2006) has
shavn thatcurrentsystemdor recognizingl E canbelever-

agedto accuratelyidentify entailmentelationshipsetween
guestionsand answers- or even questionsand otherques-
tions.

CHAUCER usegheentailmensystendescribedn (Hickl
etal. 2006)in orderto estimatethelikelihoodthata ques-
tion entailseither (1) a candidateanswerextractedby one
of CHAUCER's six answerextractionstrategiesor (2) apre-
dictive questiongeneratedy the PredictiveQuestionGen-
eration module. Following (Harabagiu& Hickl 2006),we

rst ltered all candidateanswerghatwerenot entailedby

the original questions. The remainingcandidateanswers
(including ary remainingpredictive question-answepairs)

werere-ranledbasedntheentailmenton denceoutputby

the RTE system.Thetop-ranled answermwasthenreturned
asour submittedanswer

In our TREC 2006 experimentswe foundthatthe estab-
lishmentof textual entailmentbetweeraquestionranda pre-
dictive questionor an answermassagéeo be a powerful tool
for thevalidationof candidateanswers.

In Table13, we presentanexamplewherethetop-ranted
predictve questiongeneratedrom text is entailedby the
original questionjn this casethe correctanswerassociated
with thepredictive questioris alsotheansweito theoriginal
question.

| Q142.3(LPGA) How mary eventsarepartof the LPGA tour? |
PQ: How mary eventsdid the LPGA expandits schedulgo?

Answel UnderRitts, the LPGA expandedts schedulérom 36 to 43
events;increasegursego $36.2million

Table13: CorrectAnswer: EntailedPredictive Question

However, this is not always the case: in Table 14, the
predictve question(Whee wasthe 82ndAirborne Division
formed? is incorrectly classi ed as being entailedby the
original question(Whee in the US is the [82nd Airborne
Division] based?. Here,thefailureof the TE systemto dis-
tinguish betweenthe implicationsof the verbsformedand
basedresultsin the selectionof anincorrectanswer

| Q144.1(82ndAirborne Division) Wherein the USis the division based? |

PQ1 Wherewas82ndAirborne Division formed?
Answel The82ndAirborneDivision wasformedin 1917at Camp
Gordon, Ga.

Table14: IncorrectAnswer: EntailedPredictive Question

A similar phenomenoris seenwhen comparingentail-
mentrelationshipsetweemuestionsandanswerpassages.
While bothcandidateanswersareentailedoy Q197.1(What
animalwasthe r stmammalkuccessfullglonedfromadult
cells?), only the rst candidateanswempassagés correct.

Q197.1(cloningof mammalyWhatanimalwasthe®rstmammalkuccessfully
clonedfrom adultcells?

Correct | Dolly thesheeptheworld's ®rst cloneof anadultmammalhas
madehistory againto becomea mother its creator Scotlands

RoslinInstitute,said Thursday

Incorrect | The University of Hawaii scientistsreportingin Thursdays is-

sueof the journalNature,describetheir work as“the ®rst repro-
duciblecloningof amammal from adultcells” extendingatleast
threegenerations.

Table15: EntailmentExample

4. Processing'Other” Questions

In this sectionwe describeheapproactusedto provide an-
swersto the“other” questionsaissociatedvith eachquestion
seriesin the TREC 2006 Main QA Task. The architecture
of the CHAUCER systemfor answering‘other” questionss
presentedh Figure?2.

CHAUCER bagins the processingof answering“other”
questionsby submitting a question series target to the
sameTarget Processingmoduleusedin the factoidandlist
question-answeringipelinesdepictedn Figure 1. As with
factoidandlist questionsthe processf answering‘other”
questionsbegins by cateyorizing targets using the Target
Type Detectionmodule. In addition, topic representations
(including topic signaturesand enhancedopic signatures)
are also computedfrom the top 100 target-releyant docu-
mentsretrievedfrom the AQUAINT corpus.



Figure2: Architectureof the CHAUCER “Other” Q/A System

NuggetExtraction

We usedthreedifferentstrateyiesto extractrelevantnuggets
from the documentsretrieved from the AQUAINT cor
pus. First, we extractednuggetsfor eachtarget using li-
brariesof high-precisiorpatternsdevelopedfor eachof our
six different target types. Second,we usedour own im-
plementationof the algorithm for automaticallygenerat-
ing soft patternsintroducedin (Cui, Kan, & Chua2004;
2005)in orderto identify an additionalsetof patternsthat
could be usedto extract relevant information for a partic-
ular target type. Third, we usedinformationderived from
thethetwo differenttopic representationgeneratedluring
Target Processingn orderto identify setsof sentenceshat
containedinformationrelevantto the topic denotedby the
targetitself.

Pattern-Based Nugget Extraction In CHAUCER'S
pattern-basednugget extraction strat@y, nuggetswere
extractedif the target appearedn ary of a x ed set of
extraction patternsthat were de ned for a particulartarget
type. While extraction patternsbasedon the recognition
of appositves, relative clausesparentheticalsand copular
constructionswere usedfor eachof the six tamet types,
we developedspeci ¢ patterns(when possible)for each
individual target type. Table 16 provides examples of
the types of patternsusedto extract nuggetsfor tamets
classi edasPERSON.

In a departurdrom previous pattern-basedpproacheso
nuggetextraction (Xu, Licuanan,& WeischedeR003),we
useda large corpusof de nitions, descriptionsandbiogra-
phiesextractedfrom the Web in orderto assignweightsto
eachof the extraction patternsassociatedvith eachtarget
type. Weightswerecomputedor eachindividual extraction
patternassociateavith atargettype basednthefrequeny
that the patternoccurredin the corpusof descriptionsas-
sembledor eachtargettype. Sentencewerethenextracted
from the setof documentgetrieved for the targetbasedon

| Weight | Name | Rule
0.97 LIFESPAN TARGET (DATE - DATE)
0.85 ALIAS TARGET, (also)?knownasNP
0.81 ACHIEVEMENT TARGET BE (oneof)? the
0.78 FAMOUS TARGET, whois famousfor
0.65 MEMBERSHIP TARGET of NP
0.52 APPOSITIVE TARGET, (whoBE)?NP,
0.46 COPULAR TARGETBE NP
0.23 PARENTHETICAL TARGET (NP)
0.17 NUMBER TARGET, NUMBER,
0.09 DOUBLEDASH TARGET-—

Table16: Top PERSONPatterns

a compositescoreequalto the sum of the weightsof all
of the patternsthat were extractedfrom a sentence.Since
this strat@yy necessariljavorsprecisionoverrecall,all sen-
tenceghatwereassigne@non-zeroveightwereconsidered
during AnswerSelection

Soft Pattern-Based Nugget Extraction In addition to
hand-craftedxtractionpatternsye alsoexperimentedvith
using the probabilistic soft matchingtechniquesrst de-
scribedin (Cui, Kan, & Chua2004)in orderto identify ad-
ditional patternsthat could be usedto extract nuggetsfor
a particulartargettype. As with the soft pattern-basedn-
swer extraction strateyy usedin CHAUCER's factoid Q/A
pipeline, we followed (Cui, Kan, & Chua2004)in devel-
oping a bigram soft patternmodelin orderto identify po-
tentialmatchedetweenra setof trainingsentenceandeach
of the sentencesxtractedfor a particulartarget. Training
sentencesvere derived for eachtarget type from two dif-
ferent sources: (1) the collection of “gold” nuggetsiden-
tied for the TREC 2005 “other questions”and a collec-
tion of 5,000 biographies,descriptions,and engy/clopedia
articlesthat were downloadedfrom wikipedia.og, s9.com
andbiographycom We usedthe probablitythata passage
wasmatchedyy ansoft patternin orderto assigncon dence



weightsto eachof the sentencesetrievedfor a target; only
thetop 50 sentencesvereconsiderediuring AnswerSelec-
tion.

Topic-Based Nugget Extraction Following work done

by (Lacatusuet al. 2006)for question-focusedummariza-
tion, we usedweightsassociatevith TS; termsandTS; re-

lationsto computea compositeopic scoe for eachsentence
in thesetof documentsetrievedfor atarget. Sentencewere

re-ranledbasedon their topic score beforebeingsubmitted
to the AnswerSelectionmodule. As with the soft pattern
nuggetextraction stratgy, only the top 50 passagesvere

considerediuring AnswerSelection

Answer Selection

Recentwork in summarization(Nenkova & Passonneau
2004) hasbene ted from the useof contentmodelsin se-
lecting a setof relevant sentence$or inclusionin a multi-
documentor question-focusedummary As with sum-
maries,we believe that the set of answersreturnedin re-
sponseto an “other” questioncan be modeledusingtech-
nigueswhich areableto evaluatethe relevanceof eachcan-
didatepassagé€or “nugget”) againssomeapproximatiorof
the contenta useris seekingwhenaskingthis type of ques-
tion.

In orderto selectamongstthe setof candidatenuggets
identi ed by our threenuggetextractionstratejies,we con-
structeda modelof theidealizedcontentof a setof answers
to an“other” questiorbasednpassageeaxtractedrom aset
of documentsetrievedfrom numberof authoritatve sources
found on the World Wide Weh (In our TREC 2006 work,
we experimentedvith documentdrom threeweb sources:
wikipedia.og, s9.comandbiographycom) Thetop10doc-
umentsfrom eachsite were retrieved with a simple web
guery usingonly stemmedkeywordsextractedfrom the se-
ries target. Relevant passagesvere extractedfrom these
downloadeddocument®y selectingpassagethatcontained
targetkeywordsandtopic signaturgT S;) terms.In orderto
acquirea setof passageshat most closely resembledhe
thetypesof nuggetswe hopedto selectfor our nal answer
submissionye discardedary sentencehatcontainedewer
than5 tokensor morethan150tokens.After themodelsen-
tenceswere selectedwe discardedremainingstop words,
stemmedheremainingwords,andbuilt atermvectorbased
onthetf.idf valuecomputedor eachword.

We thenuseda greedysearchalgorithmin orderto iden-
tify the setof extractednuggetghatmostcloselyresembles
the contentof therelevantpassageextractedfrom the setof
Web documentsiownloadedfor thattarget. We de ned an
answersubmissiorasary non-zerosetof candidatenuggets
identi ed from the setof candidatenuggetssentto the An-
swer Selectionmodule. Eachpossibleanswersubmission
was then turnedinto a tf.idf term vector (using the same
processaswasusedin processingassagemcludedin the
model). The resultinganswersubmissiorvectorwasthen
scoredagainsthe modelusingcosinesimilarity, de ned as

Sim (x1,%2) = Ry
After creatingan empty answersubmissionthe greedy
searchalgorithmconsiderseachcandidatenuggetis consid-

eredin turn; candidatenuggetsis addedto the answerset
only if it would increasethe answersubmissiors similar-

ity whencomparedo the model. Searchhaltsaftera single
passthroughthe nuggetsTo preventtheinclusionof alarge
numberof redundanhuggetswe usea heuristicto limit to
size of the answerset. Eachtime a nuggetwas addedto
theanswerset,we recordedhefactorby which the similar-

ity scorewasincreased.Ratherthansearchinguntil all of
the candidatenuggetswere consideredthe searchwaster-

minatedwhenthe averageof thelast10 scoreincreasesell

belown athreshold.

[ Q199: Padre Pio |
SoftPattern

PadrePio's followersstill credithim with miracles jntercessions
andsupernaturapowers

Padre Pio was a Capuchinmonk who skyrocketedto famein
1918whenhe beganto bleedfrom his hands feetandside,the
®rst priestin centuriego shav signsof thestigmata.

Topic PadrePio, who wasborn Francescd-orgione,the sonof impov-
erishedfarmworkers,wasa sickly, deeplypiouschild.

Tablel17: “Other” Answersto Q199:PadrePio

Pattern

5. Evaluation Results

Table 18 present€HAUCER's performanceon the TREC
2006factoid Q/A task. We wereencouragedby the overall
performanceof our system,asit suggestshat currentsys-
temsfor textual entailmentcanbe usedeffectively in order
to selectamongsthe outputof a multi-strateyy approacho
factoidQ/A.

Judgment Percent
Wrong 37.5%
Unsupported 2.7%
Inexact 4.7%

Locally Correct 1.2%
Globally Right 53.8%

Table18: TREC2006FactoidQ/A Results

While we experimentedwith a single novel strategy for
answerindist questionsthe bulk of ourteams efforts were
spentdecidedlyon factoid questions. Table 19 detailsthe
CHAUCER's performancen list questions.

Metric Score
Recall 0.187
Precision | 0.162
F( =1) 0.148
Table19: TREC2006List Q/A Results

Finally, Table20 shavs our precisionrecall,andF-Score
for Otherquestions.

A breakdaevn of thenumberof questiondostateachstage
of CHAUCER's factoid Q/A processings provided in Ta-
ble21.

Despiteusingover260 ne answeitypes,CHAUCER only
assignsa spuriousexpectedanswertype to approximately
10% of the factoid questions.While we would predictthat
using a coarseranswertype hierarchywould reducesome
of thislossat boththe questionanalysisandanswerextrac-
tion stagesye would anticipatethatreducingthe numberof




Metric Score

Recall 0.143800
Precision | 0.079760
F( =3) 0.108387

Table20: TREC20060therQ/A Results

| Component | Accuragy | Loss |
QuestionAnalysis 89.6 10.4%
DocumentRetrieval 86.1 3.4%

AnswerExtraction 75.9 10.2%

AnswerRanking 53.8 22.1%

Table21: ComponenAnalysisof CHAUCER onTREC2006
Factoid

entity typesconsideredy CHAUCER would make thetasks
of AnswerExtractionandAnswerRankingsufciently more
dif cult. In addition, we believe that the relatively small
numberof questiondost at the level of DocumenRetrieval
suggestshatourapproacheto keyword expansiorandpas-
sagearewell-suitefor thefactoidQ/A task.

6. Conclusions

In this paper we described CHAUCER, the new auto-
matic question-answeringystem developed at LCC for

the TREC 2006 QA evaluations. This systemis notable
in that it utilizes four new retrieval and answer detec-
tion techniquesn orderto betterretrieve passageand ex-

tract exact answersfrom natural languagetexts. First,

CHAUCER featuresa novel queryexpansionprocesswhich

leveragesautomatically-generatedpic representationsre-
atedspeci cally for eachquestionseriestarget to identify

new keywords for eachquestion. Second,higher preci-
sionpassageetrieval wasachiesedfor factoidandlist ques-
tionsthrougha two-phaseapproacho informationretrieval

which usestopic signaturego selectbettercandidatepas-
sagesfor answerextraction. Performanceof CHAUCER'S

retrieval componentswvas further enhancedby combining
keyword querieswith entity typesselectedrom the set of

over 300 typesrecognizedby LCC's CICEROLITE named
entityrecognitionsystem.Third, CHAUCER's systenfor an-

swering”other” questionsexploits a new retrieval approach
which exploits languagemodelscomputedrom collections
of topical web documentsn order to selectrelevant pas-
sagesfrom 5 competinganswerextraction modules. Fi-

nally, insteadof adoptingthe abductve reasoningframe-
work utilized by several of LCC's pastTREC QA submis-
sions, CHAUCER exploits a mechanisnfor answervalida-

tion thatincorporate$ormsof textualinferencerom a state-
of-the-arttextual entailmentin orderto retrieve and select
answergo bothfactoidandlist questions.
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